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Abstract 

 

The cognitive processes and neural mechanisms supporting language production have 

received considerably less research attention than those involved in language comprehension. 

This situation is partly attributable to the methodological challenges involved in acquiring 

electrophysiological and neuroimaging data during overt speech. However, our knowledge is 

increasing with the addition of lesion-symptom mapping studies in patients, and the 

application of novel brain stimulation technologies. In this chapter, we review findings from 

a range of studies investigating the spatial and temporal components of speech production in 

patients and healthy participants, with a particular emphasis on those employing 

psycholinguistic paradigms to identify and characterize core processes and components of the 

network involved in retrieving words from the mental lexicon. 
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Introduction 

 

To date, two major behavioural approaches have been utilized in speech production research. 

The first involves characterizing speech errors or dysfluencies produced either spontaneously, 

experimentally, and/or as a consequence of brain injury (i.e., aphasia). The second entails 

experimental investigations of the time-course of speech production in different contexts by 

means of response time analyses. These psycholinguistic approaches have been 

complemented recently by a third, involving the application of electrophysiological, 

neuroimaging, and brain stimulation technologies, following from the realization that we 

require a better understanding of the neural mechanisms underlying the behavioural data. 

Theoretical accounts of speech production have also begun to incorporate neural mechanisms 

in their feature set, although most remain limited to explaining specific effects observed 

during performance of particular paradigms. However, application of these technologies 

involves surmounting methodological challenges not typically encountered in studies of 

language comprehension, largely due to speech-related artefacts introduced by articulation 

and breathing.  

 

In this chapter, we provide an overview of relevant spatial and temporal components of 

language production. We then review findings from a range of studies investigating language 

production in brain-lesion patients and healthy participants, with an emphasis on evidence 

from context manipulations in picture naming paradigms designed to identify and 

characterize core processes and components of the network involved in retrieving words from 

the mental lexicon. Boxes 1 to 4 address the methodological challenges that need to be 

surmounted by speech production researchers in order to provide valid and reliable data. 

 

 

Box 1. Methodological challenges for investigations of speech production  

 

From a methodological perspective, neurolinguistic investigations of speech production are 

inherently more complicated to conduct than those targeting non-language processes and/or 

comprehension. Two of the most widely employed technologies, functional magnetic 

resonance imaging (fMRI; see Chapter by Heim and Specht, this volume) and 

neurophysiological recordings via electroencephalography and magnetoencephalography 

(EEG and MEG, respectively; see Chapters by Leckey & Federmeier, and Salmelin, Kujala, 

& Liljeström, this volume) are especially sensitive to speech-related signal artefacts that 

compromise data quality and confound interpretations. Consequently, the overwhelming 

majority of studies using these technologies have examined the production of single words or 

short phrases. The nature of these speech-related artefacts and the appropriate data 

acquisition and analysis techniques to ameliorate them are briefly described in Boxes 2 and 3. 

 

The earliest, and perhaps most intuitive approach to dealing with speech production artefacts 

in fMRI and electrophysiological studies was to avoid them entirely. In the first fMRI studies 

conducted in the 1990s, participants were typically instructed to respond covertly, i.e., use 
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inner speech. Aside from the obvious problem of having no behavioural data to confirm the 

presence of a significant psycholinguistic effect, later studies comparing covert and overt 

speech within the same paradigm revealed engagement of different cerebral regions. 

However, the relative contributions of those areas are difficult to interpret (for example, 

greater engagement of regions during overt production might represent syllabification and 

articulatory-motor processes, while covert production might additionally engage domain 

general processes such as response inhibition and self-monitoring while reducing activity in 

production related regions; see the review by Indefrey & Levelt, 2004). Thus, it became clear 

that avoiding speech-related artefacts by requesting covert responses from participants was 

not the optimal strategy. 

 

Box 2. Methodological challenges for neuroimaging investigations 

 

In fMRI, the physical act of producing speech introduces blood oxygen level dependent 

(BOLD) signal changes during continuous imaging, necessitating a different approach to data 

acquisition. These task-correlated, speech-induced signal changes are not a consequence of 

neural processes, although they tend to mimic or mask them as they occur over the 

perisylvian cortex, and are not limited to the speech act itself – they contaminate subsequent 

images acquired in a functional time series. They also do not merely reflect whole-head rigid 

body motion, and persist following the application of standard image realignment algorithms. 

However, it is not uncommon to read papers in which authors claim to have inspected their 

realigned data and confirmed it was free from speech related artefacts. Rather, signal changes 

from producing even a single word during continuous imaging reflect movement-by-

magnetic-susceptibility interactions. Areas of magnetic-susceptibility-related signal variation 

are located in inferior temporal and frontal cortices where air-bone-tissue interfaces exist, and 

are problematic for both structural and functional MRI. Producing speech worsens these 

susceptibility-related artefacts by increasing geometric distortions, losing and introducing 

signal - the latter from regions within and immediately outside the field of view linked to 

muscle movement. A relatively reliable finding is that articulatory muscle movement 

produces a rapid signal decrease in and around Broca’s area and its right hemisphere 

homologue, compromising any task-related signal changes (see Mehta et al., 2006). 

Consequently, the BOLD signal in continuous fMRI acquisitions is unavoidably 

compromised during speech production, and the simultaneous gradient noise often impedes 

recording and measuring of accuracy and speech onset latencies. It is therefore essential to 

adopt well-validated, alternative approaches. As we will note later, some of the 

inconsistencies in reported fMRI findings for speech production paradigms can be directly 

attributed to inappropriate acquisition methods.  

 

In the early 2000s, a concerted international research program demonstrated the utility of a 

different image acquisition method for speech production fMRI studies, now broadly referred 

to as sparse temporal sampling. In brief, the technique involves acquiring only a single fMRI 

volume after each utterance, timed to capture the estimated peak BOLD signal response. As 

speech is produced during relative silence (i.e., without gradient noise associated with image 
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acquisition), both accuracy and latency are able to be measured reliably (see de Zubicaray et 

al., 2001). Independent validation studies subsequently confirmed the technique is able to 

acquire artefact-free images during spoken word production (Gracco, Tremblay & Pike, 

2005), and showed that neural activity patterns during non-speech paradigms are comparable 

for sparse and continuous imaging acquisitions (Nebel et al., 2005). Note that the technique 

requires relatively long inter-trial intervals, and BOLD signal time course data is not 

available. However, haemodynamic time course information is rarely analysed even in fMRI 

studies using continuous imaging whose primary purpose is to provide spatial information.  

 

Another recently introduced fMRI acquisition method that shows promise for investigating 

speech production is arterial spin labelling (ASL), which detects increases in cerebral 

perfusion associated with task performance. Continuous perfusion imaging acquisitions are 

demonstrably less sensitive to speech-related susceptibility artefacts than BOLD fMRI 

(Kemeny, Ye, Birn, & Braun, 2005), and so may prove useful for sentence production 

paradigms. Although the sensitivity and temporal resolution of ASL are typically lower than 

BOLD acquisitions, there is less inter-individual variability in perfusion signal changes 

compared to the BOLD signal, resulting in increased sensitivity to group-level effects (Detre 

et al., 2012). 

 

Box 3. Methodological challenges for electrophysiological investigations 

 

Until recently, the dominant approach in electrophysiological (here collectively defined as 

EEG and MEG; see Chapters by Leckey & Federmeier, and Salmelin, Kujala, & Liljeström, 

this volume) studies of speech production has been to analyse data time-locked to stimulus 

onset (e.g., a picture to be named) up to an arbitrary point before articulation (e.g., 400 ms; 

see Ganushchak, Christoffels, & Schiller, 2011). Muscle activity associated with mouth, head 

and eye movements are well-known sources of artefacts that confound EEG and MEG 

recordings. Yet, myogenic and speech-related breathing artefacts can in fact precede 

production by as much as 500-600 ms (e.g., Brooker & Donald, 1980; Galgano & Froud, 

2008). A number of approaches to measuring and correcting for speech-related artefacts have 

since been proposed and adopted, including using electromyogenic (EMG) recordings from 

the mouth/lip (e.g., Ouyang et al., 2016; Porcaro, Meaglia & Krott, 2015; De Vos et al., 

2010). In addition to stimulus-locked analyses, recent studies have also begun analyzing 

ERPs locked to articulation onset (e.g., Riès et al., 2013). However, it is important to note 

that response-locked ERPs are sensitive to onset differences due to phonetic features, e.g., /b/ 

and /p/ onset words vary by about 40 ms (Fargier et al., 2017), so balanced designs are 

essential.  

 

Additional sources of variability are encountered in intracranial EEG studies of speech 

production (for a review, see Llorens et al., 2011). These studies are typically conducted in 

candidates for epilepsy surgery who have intractable seizures. This necessitates 

comprehensive language assessments for each patient to characterize their cognitive function, 

and investigations to be performed in medication- and seizure-free periods. Due to clinical 
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constraints, electrode placement is often inconsistent across patients within a study, a 

problem referred to as sparse sampling (not to be confused with the fMRI acquisition 

technique).  

 

As Piai, Riès, and Knight (2015) noted in their commentary, a major issue in the 

electrophysiological literature on speech production has been variability in reporting analysis 

steps and suboptimal statistical testing. In particular, a number of studies appear to lack 

procedures for correcting speech-related artefacts. Moreover, electrophysiological data is 

multidimensional (i.e., many channels can be analysed at multiple time points), which 

requires analyses strategies that take into account this multiple-comparisons problem. 

However, a number of studies have adopted inappropriate statistical methods for dealing with 

this problem (see Piai, Dahlslätt, & Maris, 2015). These factors have likely contributed to the 

lack of consistency among some of the reported findings we discuss later. 

 

Box 4. Methodological challenges for brain stimulation techniques 

 

Brain stimulation methods have also seen increasing application to investigate speech 

production. Non-invasive techniques include transcranial magnetic stimulation (TMS; see 

Chapter by Schuhmann, this volume) and transcranial direct current stimulation (tDCS; for 

review, see Hartwigsen, 2014), while direct electrical stimulation (DES) is invasive and most 

frequently used intraoperatively for surgical planning (see Chapter by Duffau, this volume). 

Brain stimulation methods are useful for studies of language production because researchers 

can modulate brain activity, and even temporarily disrupt the function of a targeted region 

(see Chapter by Schuhmann, this volume), and examine what impact this has on task 

performance. Brain stimulation studies therefore provide an additional dimension of 

information regarding the necessity of a brain region for task performance. For both tDCS 

and TMS, effective sham approaches are able to blind participants to the stimulation 

conditions. Like TMS, online and offline stimulation protocols are possible with tDCS. 

However, it has been proposed that they differ in terms of their effects on neural activity: the 

former is thought to modulate a specific network involved in task performance, while the 

latter likely produces modifications to a broader network of neural activity that lasts beyond 

the period of stimulation (Miniussi, Harris, & Ruzzoli, 2013). The latter approach may 

therefore be less relevant to the study of psycholinguistic effects. The two modes of 

stimulation present a challenge in terms of reporting and interpreting effects in 

neurolinguistic studies. In particular, findings from offline and online studies should not be 

discussed synonymously in terms of replications. Ideally, a comparison of offline and online 

protocols in the one study would be most informative. 

 

Of the three techniques, tDCS is less well-established from a methodological perspective, and 

the validation of specific protocols in both healthy participants and aphasic patients requires 

further research attention. Inconsistencies in reported findings appear attributable to 

variability in protocols applied across studies, including departures from standard 

experimental paradigms (e.g., Westwood et al., 2017; see Gauvin, Meinzer & de Zubicaray, 
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2017 for comment). The tDCS technique involves applying a weak electrical current between 

scalp-affixed electrode pads to modulate resting membrane potentials on the cortical surface. 

These pads are typically 5 x 7 cm, although high density electrode sets are now being 

marketed by some manufacturers. Localisation of effects in behavioural studies is therefore 

inexact, dependent on electrode placement. Combined tDCS-fMRI studies show promise in 

terms of localizing effects beneath electrodes (e.g., Meinzer et al., 2012). Unlike TMS, tDCS 

is not able to provide information about the timing of functionally relevant brain regions. 

Likewise, in the case of DES, the clinical setting does not easily afford timing investigations 

given that the stimulation cannot be applied systematically at different time points during 

stimulus presentation. 

 

 

Spatiotemporal components relating to processing stages in speech production models 

 

Based upon speech error and response time data, models of spoken word production have 

stipulated that the processing stages involved in producing words include perceptual and 

conceptual preparation, lexical selection, word-form encoding, and articulation. Indefrey and 

Levelt’s (2000, 2004, henceforth I&L) influential review and meta-analysis represented the 

first serious attempt to relate neuroimaging and electrophysiological data to these processing 

stages. In 2004, the EEG and MEG literature on picture naming and word production was 

scant compared to neuroimaging studies (fMRI and PET), and the available data reflected a 

mix of covert and overt production. In 2011, Indefrey reviewed the literature for new studies 

and provided an updated version of the time course of these processing stages and the 

corresponding brain regions. According to this updated version, and assuming a response 

time of 600 ms, perceptual and conceptual preparation reliably involve the ventral surface of 

temporal-occipital cortex. Perceptual preparation (given a visual or auditory stimulus) is 

completed around 100-150 ms after stimulus onset, whereas conceptual preparation is 

completed around 200 ms. The mid-section of the lateral middle temporal cortex is reliably 

involved in lexical-semantic (lemma) processing and the posterior superior and middle 

temporal cortex (Wernicke’s area) in phonological word form (lexeme) retrieval. These 

processing stages span between 200-290 ms and 290-370 ms, respectively. Correlates of 

post-lexical stages of processing, including syllabification at 355-475 ms, phonetic encoding 

at 455-600 ms, followed by motor articulation were found to encompass both left inferior 

frontal gyrus (IFG) and premotor cortices (for a review of these latter mechanisms, see the 

Chapter by Tremblay, Deschamps & Dick, this volume). Finally, I&L (2004) ascribed the 

monitoring of both internal and external speech to bilateral superior temporal gyrus, noting 

the prolonged activation observed in these structures. However, Indefrey (2011) later 

acknowledged self-monitoring processes likely engage a more comprehensive network 

involving the anterior cingulate cortex (ACC) and supplementary motor area (SMA), perhaps 

reflecting more domain general mechanisms, an issue we will return to later. 

 

This account of the relative timing of brain regions engaged during production has been 

challenged by recent reviews. For example, Llorens et al. (2011) reviewed intracranial EEG 

studies, noting the findings were not always consistent with the earlier scalp recorded EEG 
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and MEG findings. In particular, they did not find consistent evidence for the involvement of 

the mid portion of the middle temporal gyrus (MTG) linked with the time window for lexical-

semantic processing, and noted much earlier engagement of motor cortex and IFG (from 200 

ms), challenging an interpretation of the latter regions’ roles in terms of only post-lexical 

processes. Recently, Munding, Dubarry, and Alario (2016) reviewed 20 years of MEG 

research on speech production, and concluded that while the data broadly supported the 

conclusions of I&L’s meta-analyses, the evidence was not consistent with a serial processing 

architecture, but rather suggested parallel activation. In addition, they presented evidence of 

very early activation of IFG and motor cortex in some studies, which they attributed to top-

down control and selection processes. This review provoked considerable debate (see 

responses by Piai, 2016; Riès, 2016; Strijkers, 2016). A relatively consistent criticism was 

that Munding and colleagues reviewed studies with different experimental manipulations that 

elicited much longer production latencies than the 600 ms assumed by I&L, blurring the 

temporal estimates for the processes in question. Therefore, the study by Munding et al. 

(2016) is inconclusive with respect to the question of serial versus parallel processing in 

spoken word production. Another recent critique by Strijkers and Costa (2016) likewise 

advocated parallel over serial processing and invoked top-down selection and control 

processes within the framework of a neural assembly rather than chronometric model (but see 

the response by Indefrey, 2016). 

 

Despite the emphasis on electrophysiological recordings to inform temporal components of 

speech production, research with single and multiple pulse TMS has afforded additional 

information about the critical or necessary timing of the brain regions in the production 

network. A number of studies have consistently targeted left IFG/Broca’s area and employed 

picture naming (e.g., Chouinard et al., 2009; Schuhmann et al., 2009, 2012; Wheat et al., 

2013). Across these studies, TMS reliably slowed naming latencies when applied to the left 

IFG 300-400 ms following picture presentation, consistent with Indefrey’s (2011) updated 

account. Critically, when TMS was applied to left IFG at 100-200 ms following picture onset 

(i.e., the time window of early activation reported in some MEG studies; see Munding et al., 

2016; Strijkers & Costa, 2016), naming latencies were not significantly affected (Schuhmann 

et al., 2009, 2012; Wheat et al., 2013). Therefore, if early activation of IFG is attributable to 

top-down selection and control mechanisms as some authors propose, then the consistent 

finding from TMS studies does not support the necessary early involvement of these 

processes in simple picture naming. The same can be said for the early involvement of motor 

cortex based upon some MEG results (e.g., Munding et al., 2016; Strijkers & Costa, 2016), 

with two TMS studies consistently failing to observe effects of stimulation of the motor 

cortex on naming latencies at 0, 100 or 300 ms after picture onset (Mottaghy, Sparing & 

Töpper, 2006; Töpper et al., 1998). 

 

To our knowledge, three TMS studies of picture naming have targeted Wernicke’s area at the 

200-300 ms time period identified by Indefrey (2011) as corresponding to phonological word 

form retrieval (Mottaghy et al., 2006; Schuhmann et al., 2012; Töpper et al., 1998). 

Surprisingly, none reported a significant effect on naming latencies, although one observed 

an effect at 400 ms post picture onset, interpreted as being consistent with self-monitoring 
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(Schuhmann et al., 2012). Note that these studies, while problematic for I&L’s account, 

likewise showed that earlier activation of posterior STG is not necessary for successful 

picture naming, as TMS did not produce an effect at 0, 100, or 200 ms (cf., Munding et al., 

2016; Strijkers & Costa, 2016). Although it is tempting to conclude that word form retrieval 

might occur later than estimated by both chronometric and electrophysiological methods, it is 

important to note that all three studies applied TMS solely to the left posterior STG 

(Brodmann area 22), whereas I&L’s meta-analysis attributed word form processing to 

cortical tissue encompassing the posterior sections of both left MTG and STG. Schuhmann et 

al.’s (2012) study was the only one to apply TMS to the mid portion of the MTG, finding an 

effect at 225 ms post picture onset, consistent with I&L’s attribution of lexical-semantic 

processing. Consequently, mid and posterior sections of MTG should be targets for future 

TMS investigations concerning the time course of production. 

 

Alternatively, I&L’s attribution of posterior MTG/STG might be wrong, and a different 

region could subserve phonological word form retrieval. For example, using lesion-symptom 

mapping (LSM; see Chapter by Wilson, this volume), Schwartz et al. (2012) and Dell et al. 

(2013) analysed speech error data from large cohorts of aphasic patients and implicated a 

region adjacent to Wernicke’s area, the left inferior parietal lobe (IPL, comprising 

supramarginal and angular gyri, and planum temporale), in phonological/phonemic errors 

during picture naming. They interpreted their findings as consistent with a dorsal stream, 

articulatory-based account of phonological processing in production (see also Chapter by 

Hickok, this volume). However, a reanalysis of Schwartz et al.’s (2012) data examining 

phonological neighborhood density effects (as lexical phonological processing involves 

activating not only the target word but also phonologically related words) implicated both 

posterior STG and IPL (Mirman & Graziano, 2013). Both regions were also reported in a 

sparse design fMRI study of phonological neighbourhood effects in production (Peramunage 

et al., 2010). Of note, other lesion symptom mapping studies have reported left posterior 

MTG/STG rather than IPL, consistent with I&L’s account (e.g., Butler, Lambon Ralph, & 

Woollams, 2014). Future investigations using more fine-grained analyses of aphasics’ speech 

errors differentiating lexical versus post-lexical phonological representations are needed (see 

Goldrick & Rapp, 2007; e.g., Schwartz et al., 2012 analysed all nonword errors, regardless of 

their phonological overlap with the target). 

 

Investigating the spatiotemporal components of speech production models with 

psycholinguistic paradigms 

 

In this next section, we summarise and discuss some key findings from neurolinguistic 

investigations using context manipulations in picture naming paradigms to characterise 

processing stages in speech production. As the spatiotemporal components corresponding to 

representational stages in production models are relatively well-delineated (see above), 

neurolinguistic investigations are informative for testing rival accounts that attribute 

manipulations of an experimental factor to different processing stages (see de Zubicaray, 

2012). However, context manipulations influencing the time course of production in 

chronometric studies likewise influence the timing of evoked responses in 
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electrophysiological recordings, so should not be used for estimating temporal signatures of 

specific processing stages during simple production tasks (see Piai et al., 2015; cf. Munding 

et al., 2016). Rather, they are useful for demonstrating the correlates of the cognitive effect of 

interest. Here, we constrain our review to paradigms and context effects for which results 

from multiple sources of evidence are available, i.e., across functional neuroimaging, 

electrophysiological, lesion-mapping and/or brain simulation methods. We interpret only 

reliably reported findings across multiple studies. 

 

Picture word interference 

 

Over 4 decades, the picture word interference (PWI) paradigm has been used to test 

hypotheses about processing stages involved in spoken word production (Rosinski, 

Golinkoff, & Kukish, 1975). In brief, the PWI paradigm involves participants naming a set of 

target pictures in context with written or auditorily presented distractor words. The most 

commonly employed manipulations in neurolinguistic studies involve distractors either 

semantically or phonologically related to the target picture name, compared with unrelated 

words. The semantic interference effect refers to the finding that naming latencies are 

significantly slower for pictures paired with categorically related versus unrelated words 

(e.g., a pictured COW with related distractor “pig” versus unrelated distractor “pin”). 

Conversely, phonologically related distractors (i.e., showing phoneme overlap with the 

picture name, e.g., a picture COW with related distractor “couch”) have been shown to 

facilitate (speed) target naming compared to unrelated distractors (e.g., “pin”). Both effects 

occur reliably within a small range of distractor stimulus onset asynchronies (SOAs) around 

target picture presentation (-150 to 150 ms, i.e., the distractor word is presented up to 150 ms 

before the picture or after picture presentation), with simultaneous distractor-target 

presentation usually employed. Virtually all production accounts attribute the locus of the 

phonological facilitation effect to the word form retrieval stage of processing. However, the 

locus of the semantic interference effect is a matter of debate between rival accounts. 

According to the lexical-selection-by-competition account, lemmas compete for selection and 

semantically related distractors increase this competition, delaying the selection process, 

which surfaces as longer naming latencies for the related condition (e.g., Piai et al., 2014). 

Conversely, according to post-lexical accounts, the semantic interference effect emerges in 

later stages, closer to articulation onset (see Mahon et al., 2007). In addition, recent accounts 

have increasingly proposed involvement of top-down selection and control processes for 

resolving competition among lexical candidates.  

 

Our review identified over 20 neurolinguistic studies of semantic interference and 

phonological facilitation using the PWI paradigm with EEG, MEG, fMRI, tDCS and lesion 

patients. Of note, there is considerable variability in experimental designs across studies, 

including departures from the standard PWI procedure. A critical design feature of the PWI 

paradigm is that the same set of target pictures is used in each condition, with each picture 

paired with a different distractor word, ensuring target processing is identical. Distractors are 

matched on a range of lexical variables, and the same words are often re-paired with different 

pictures to create the unrelated condition. Distractors may also be target picture names, i.e., 
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members of the response set. Some studies include another condition, e.g., picture naming in 

the absence of a distractor, or the picture name itself, or a neutral distractor condition (e.g., a 

row of Xs, nonwords or symbols). Here, we restrict our review to canonical (i.e., related 

versus unrelated) contrasts for the semantic interference and phonological facilitation effects 

of interest. For both effects, we report differential activity associated with related compared 

to unrelated distractors, i.e., mean activity increases for related versus unrelated distractors, 

and vice versa.  

 

Seven fMRI, two lesion, one tDCS and one MEG studies have provided spatial 

location/source information for the semantic interference effect, all except two of which 

employed written distractors (Abel et al., 2009, 2012; de Zubicaray & McMahon, 2009). Of 

the fMRI studies, four departed from the traditional PWI design by using unique sets of target 

pictures per distractor condition or a distractor SOA of 550 ms (i.e., distractor presented after 

picture onset), and all used continuous rather than optimal sparse imaging designs (Abel et 

al., 2009, 2012; Diaz et al., 2014; Rizio, Moyer, & Diaz, 2017; Spalek & Thompson-Schill, 

2008). Diaz et al. (2014) failed to observe any significant activity for the contrast of related 

versus unrelated distractor conditions in either whole brain or ROI analyses. Abel et al.’s 

(2012) reanalysis of their 2009 study data reported significantly increased activity in left IFG 

and reduced activity in left lingual and bilateral precentral gyri, left ACC, posterior STG, 

parietal operculum and bilateral cuneus. Conversely, Rizio et al. observed only significantly 

increased activity in the bilateral middle frontal gyrus (MFG), bilateral MTG, and precuneus. 

Spalek and Thompson-Schill (2008) did not observe a significant semantic interference effect 

in naming latencies (likely due to the late SOA employed), and reported increased BOLD 

signal in the right posterior cerebellum and left fusiform and parahippocampal gyri. The 

inconsistent results across the four studies might therefore reflect the use of unique picture 

sets in each condition, written versus auditory distractors, a late distractor SOA, speech-

related artefacts in continuous imaging, or a combination of all these issues.  

 

More consistent findings are provided by the one sparse and one continuous event-related 

fMRI and one MEG studies using the standard PWI design with written distractors (de 

Zubicaray et al., 2013; Piai et al., 2013, 2014). A consistent finding across all studies is 

reduced activity in left mid-to-posterior MTG and STG for related versus unrelated 

distractors. This pattern was also found in another sparse design fMRI study using auditory 

distractors (de Zubicaray & McMahon, 2009). Piai and Knight (2017; see also Piai, Riès, & 

Swick, 2016) also reported increased semantic interference error rates for patients with left 

lateral temporal cortex lesions, but not for patients with IFG lesions. However, Henseler et al. 

(2014) failed to observe any modulation of semantic interference with tDCS applied to the 

left posterior MTG or IFG. Notably, across studies, semantic interference was not 

consistently associated with involvement of cortical regions attributed to post-lexical 

processes or mechanisms proposed for resolving competition among semantic competitors, 

e.g., premotor cortex or IFG. Thus, the available data support a lexical-level rather than post-

lexical account of semantic interference in PWI (cf., Mahon et al., 2007).  
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Of the six EEG and one MEG studies attempting to characterise event-related responses (i.e., 

potentials, ERPs, and fields, ERFs) to semantic interference using stimulus-locked analyses, 

one departed from the typical PWI design by blocking (and cycling) category members 

(Aristei et al., 2011) while two others failed to observe any significant differences between 

related and unrelated ERPs (Hirschfeld et al., 2008; Piai, Roelofs, & van der Meij, 2012). 

Across the remaining four studies, semantic interference consistently modulated the event-

related responses in the N400 time window (around 250-550 ms), showing a more negative-

going waveform or smaller amplitude for related compared to unrelated distractors (i.e., 

N200-400; Blackford et al., 2012; Dell’Acqua et al., 2010; Piai et al., 2014; Zhu, Damian & 

Zhang, 2015). Given the relatively longer naming latencies observed in picture-word 

interference, the electrophysiological data are also consistent with a lexical-level account of 

the semantic interference effect. 

 

Phonological facilitation in PWI has been investigated by five fMRI studies. Two of these 

used the standard paradigm, each with written and auditory distractors in sparse-designs (de 

Zubicaray et al., 2002; de Zubicaray & McMahon, 2009). Three further fMRI studies 

departed from the standard PWI design and used continuous imaging. Surprisingly, all three 

of these latter studies failed to observe significant differences in naming latencies, i.e., the 

experimental manipulation did not produce the phonological facilitation effect of interest 

(Abel et al., 2009, 2012; Diaz et al., 2014; Rizio et al., 2017). This might reflect the use of 

unique picture sets or gradient noise associated with continuous imaging that prevents 

accurate measurements of response latency even with noise-cancelling techniques (although 

Abel and colleagues also failed to observe a significant difference in an identical behavioural 

experiment conducted outside the scanner). Diaz et al. (2014) reported increased activation 

for phonologically related versus unrelated distractors in bilateral supramarginal and angular 

gyri, whereas Rizio et al. (2017) reported signal increases in the right angular gyrus and left 

superior parietal cortex, and Abel et al. reported increased activity in left supramarginal gyrus 

and inferior parietal lobule (BA 40) accompanied by signal reductions in bilateral visual 

cortex, left ACC and parahippocampal gyrus. Ignoring the absence of evidence for a 

significant phonological effect in the behavioural data across studies, the fMRI data could be 

interpreted as reflecting relatively consistent involvement of the left IPL, which might be 

considered to support a dorsal stream, articulatory-based account of phonological processing 

in production (e.g., Dell et al., 2013; Schwartz et al., 2012; but see below). 

 

Across the two fMRI studies using sparse event related designs, BOLD signal decreases were 

observed consistently in the left posterior MTG/STG (de Zubicaray et al., 2002; de Zubicaray 

& McMahon, 2009). Additional evidence for left posterior temporal cortex involvement is 

provided by Pisoni and colleagues (2017) using anodal tDCS that significantly reduced the 

magnitude of the facilitation effect. The evidence for left IFG involvement is equivocal. Piai 

et al. (2016) reported an increased facilitation effect in left IFG lesion patients compared to 

healthy controls. Significantly reduced BOLD signal responses in left IFG were reported in 

one auditory PWI study (de Zubicaray & McMahon, 2009). However, another fMRI study 

did not observe differential left IFG activity for the phonological effect (de Zubicaray et al., 

2002), and Pisoni et al. (2017) reported tDCS applied to left IFG did not influence the 



 13 

facilitation effect. Of the four EEG studies to investigate event-related responses to 

phonological facilitation in PWI, two failed to observe any significant differences in 

stimulus-locked waveforms (Blackford et al., 2012; Bürki, 2017), and the remaining two 

reported different results, ranging from a less negative-going waveform between 250 and 450 

ms (Dell’Acqua et al., 2010) to a more positive-going waveform between 450-600 ms (Zhu et 

al., 2015; in Chinese).  

 

Figure 1 provides a summary of the spatiotemporal components associated with the semantic 

(left) and phonological (right) effects in picture-word interference. Both significant and non-

significant effects are shown for studies using the standard paradigm. Each study is 

represented by a circle, which is colour-coded according to the method employed. The most 

consistent pattern for the semantic effect seems to be decreased brain activity in the left 

posterior temporal lobe (i.e., related < unrelated), in a window ranging around 250-500 ms. 

For the phonological effect, decreased brain activity in the posterior temporal lobe seems to 

be the only reproducible pattern, although not as consistent as for the semantic effect.  

 

 
 

Figure 1. Schematic view of the evidence on the spatial (for the left mid-to-posterior superior and middle 

temporal gyri and left inferior frontal gyrus) and temporal components of semantic and phonological context 

effects in picture-word interference. Only studies using the standard paradigm are shown. Each method is colour 

coded (orange: fMRI; yellow: electrophysiology; purple: lesion-symptom mapping, LSM; blue: non-invasive 

brain stimulation). Each coloured circle represents one study. Interf = interference; rel = related; unr = unrelated. 

 

Blocked cyclic naming 

 

Another production paradigm with a relatively large neurolinguistic evidence-base is blocked 

cyclic naming. The most frequently implemented version of the paradigm entails a small set 
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of pictures that participants name repeatedly over several cycles, alternating between 

categorically related (e.g., animals) versus unrelated contexts (animals, musical instruments, 

vehicles, vegetables). Like the PWI paradigm, categorically related contexts elicit a semantic 

interference effect, typically observed only from the second cycle onward (for a review, see 

Belke & Stielow, 2013). Theoretical accounts have been devised to specifically explain 

semantic interference in this paradigm, with several incorporating evidence from lesion, 

neuroimaging and non-invasive brain stimulation studies. All of these accounts propose roles 

for both the left pMTG/STG and left IFG, in lexical-semantic processing and various 

control/selection-biasing mechanisms, respectively (e.g., Belke & Stielow, 2013; Oppenheim 

et al., 2010; Schnur et al., 2009). An incremental learning mechanism has also been proposed 

to be responsible for the persistence of interference across cycles but has received less 

research attention in terms of its neural correlates (Damian & Als, 2005; Oppenheim et al., 

2010). 

 

Neuroimaging, electrophysiological, brain stimulation and LSM studies of semantic 

interference in blocked cyclic naming mostly provide evidence for involvement of left 

pMTG/STG. However, there is little consistency with respect to the direction of the effect 

across studies. Two early fMRI studies involved non-standard design and analysis 

manipulations, making results difficult to interpret. For example, Hocking et al. (2009) 

manipulated visual feature overlap across blocks and were unable to record naming latencies 

during perfusion fMRI, while Schnur et al. (2009) reported findings for a contrast of semantic 

interference versus phonological facilitation (i.e., [semantic > unrelated] > (phonological > 

unrelated]). Both studies reported signal increases. One perfusion fMRI experiment using the 

standard design reported signal reductions (de Zubicaray et al., 2014). Two tDCS studies 

reported opposite effects for online and offline stimulation protocols (Meinzer et al., 2016; 

Pisoni et al., 2012). One LSM study reported a significant increase in error rates (Harvey & 

Schnur, 2015). Interestingly the peak spatial coordinates reported by Harvey and Schnur’s 

(2015) LSM and de Zubicaray et al.’s (2014) perfusion fMRI studies in posterior MTG/STG 

were virtually identical. An MEG study likewise reported differential MTG/STG activity 

(Maess et al., 2002; note the direction of the effect could not be interpreted given the 

principal component analysis approach). An intracranial EEG study reported decreases in the 

evoked responses in the MTG and STG, but increases in the inferior temporal lobe (Riès et 

al., 2017). Finally, a TMS study by Krieger-Redwood and Jefferies (2014) reported an effect 

of stimulation over pMTG/STG only in the first cycle of naming, i.e., prior to the emergence 

of the interference effect.  

 

The evidence from a similar range of studies is mostly consistent with left IFG involvement, 

although there are some notable exceptions. Whereas only one of three fMRI studies reported 

significant IFG activity using a non-standard comparison (Schnur et al., 2009; cf. de 

Zubicaray et al., 2014; Hocking et al., 2009), two of three studies of aphasics with IFG 

lesions noted significant effects in error rates (Riès et al., 2015; Schnur et al., 2009; cf. 

Harvey & Schnur, 2015). Two of three tDCS studies reported an effect of stimulation to left 

IFG reducing the magnitude of the interference effect using offline (Pisoni et al., 2012) and 

online stimulation protocols (Meinzer et al., 2016; cf., Westwood et al., 2017), although one 
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TMS study observed an effect only in the first cycle of naming (i.e., prior to semantic 

interference occurring; Krieger-Redwood & Jefferies, 2014). An additional tDCS reported a 

significant reduction in the magnitude of semantic interference following online but not 

offline stimulation over the dorsal frontal cortex (Wirth et al., 2011). 

 

Unfortunately, EEG and MEG estimates of stimulus-locked event-related responses for the 

semantic interference effect vary considerably both in terms of timing and polarity of 

waveforms: from 150-225 ms (Maess et al., 2002), 200-500 ms (Wang, Shao, Chen & 

Schiller, 2017; smaller negativity; in Chinese), 220-450 ms (Janssen, Carreiras & Barber, 

2011; smaller negativity), 270-315 ms (Python, Farghier, & Laganaro, 2017; smaller 

positivity), to 500-750 ms (Janssen et al., 2014; smaller positivity). Two other 

electrophysiological studies either used a non-standard design combining PWI and blocking 

(Aristei et al., 2011) or failed to observe any significant differences in event-related responses 

(Llorens et al., 2014). The considerable variability in analysis techniques across studies might 

explain the inconsistent findings, as might the authors’ choice of interpretations for event-

related responses in particular time windows. With respect to the latter, some studies reported 

more than one time window for event-related responses, permitting some flexibility in 

interpretation. For example, Maess et al. (2002) reported a second evoked response around 

450-475 ms interpreted as self-monitoring, whereas Janssen et al. (2014) reported an effect in 

an earlier 250-400 ms time window they interpreted in terms of conceptual processing. 

 

Substantial evidence in animals and humans implicates the hippocampus in both implicit 

(unconscious) and explicit retrieval of relational information (see Duss et al., 2014; for 

review see Henke, 2010), making it a plausible candidate for the implicit incremental 

learning mechanism proposed in psycholinguistic accounts of semantic interference in 

blocked cyclic naming (e.g., Damian & Als, 2005; Oppenheim et al., 2010). One perfusion 

fMRI and one intracranial EEG studies explicitly targeted hippocampal activity using the 

standard design, interpreting their findings as reflecting the operation of an incremental 

learning mechanism (de Zubicaray et al., 2014; Llorens et al., 2016). The perfusion fMRI 

study revealed a reduction in activity during the related context. Using intracranial electrodes 

implanted directly in bilateral hippocampus, Llorens et al. (2016) reported that the amplitude 

of the event-related responses (a negativity peaking around 600 ms) in the related blocks was 

smaller than in unrelated blocks. Crucially, this negative peak emerged progressively from 

the second cycle of naming onwards.  

 

Figure 2 provides a summary of the spatiotemporal components associated with the semantic 

effect in blocked cyclic naming. Both significant and non-significant effects are shown for 

the studies using the standard paradigm. Each study is represented by a circle, colour-coded 

according to the method employed. The most consistent pattern for the semantic effect seems 

to be an impact on the magnitude of the interference depending on whether the LIFG is 

stimulated non-invasively or damaged. Decreased brain activity in the left posterior temporal 

lobe (i.e., related < unrelated) is also relatively consistent, and again brain stimulation or 

damage in that area impact the magnitude of the interference effect. Regarding the temporal 

component, modulations in the 200-450 ms range seem to be the most consistent pattern, 
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with the homogeneous condition showing decreased amplitude relative to the heterogeneous 

condition, although as noted above, authors tend to disagree on the interpretation of that 

modulation.   

 

 
 

 

Figure 2. Schematic view of the evidence on the spatial (for the left superior and middle temporal gyri and left 

inferior frontal gyrus) and temporal components of the semantic context effect in blocked cyclic naming. Only 

studies using the standard paradigm are shown. Each method is colour-coded (orange: fMRI; yellow: 

electrophysiology; purple: lesion-symptom mapping, LSM; blue: non-invasive brain stimulation). Each 

coloured circle represents one study. Het = heterogeneous; hom = homogeneous; interf = interference. 

 

Continuous naming 

The continuous naming paradigm introduced by Howard et al. (2006) requires participants to 

name a pseudorandom series of pictures, and likewise elicits a semantic interference effect. 

Within the series, exemplars from a range of semantic categories are interspersed with filler 

items. The interval or lag between each consecutive category exemplar is also varied. 

Semantic interference in this paradigm manifests from the second ordinal position within a 

category and accumulates linearly at ~30 ms for each successive categorically related picture. 

As with the semantic interference effects in PWI and blocked cyclic naming tasks, the left 

lateral temporal lobe is proposed to play a prominent role in lexical-semantic retrieval in 

continuous naming (e.g., Belke, 2013). These accounts also tentatively ascribe a role for the 

left IFG in either top-down, selection-biasing or activation boosting mechanisms (Belke, 
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2013; Canini et al., 2016; Oppenheim et al., 2010). Further, at least one account presumes 

semantic interference in the continuous and blocked cyclic naming arises due to a common 

mechanism(s) (Oppenheim et al., 2010), leading to the expectation that the spatiotemporal 

mechanisms will bear at least a strong resemblance across paradigms. A cumulative 

interference effect for phonologically related words has also been reported in continuous 

reading aloud (Mulatti et al., 2012), but is yet to be subjected to neurolinguistic investigation. 

 

Despite being introduced only a decade earlier, the continuous naming paradigm has been the 

subject of three fMRI studies, as many EEG studies, one lesion and one tDCS investigation. 

Of the three fMRI studies, two employed continuous BOLD acquisitions (Canini et al., 2016; 

Wilson et al., 2009) while the third used perfusion imaging (de Zubicaray et al., 2015). 

Wilson et al. (2009) employed Howard et al.’s (2006) stimuli, yet were unable to detect any 

significant BOLD signal correlates of cumulative interference. Canini et al.’s (2016) design 

departed from Howard et al.’s by presenting participants with two different experimental 

lists, averaging the ordinal position data. They were unable to report naming latency data due 

to the gradient noise accompanying continuous imaging, and did not find evidence for 

cumulative interference in error rates. Their parametric fMRI analysis revealed a linear 

increase in BOLD signal in the left IFG and caudate. However, this analysis included the first 

ordinal position data whereas the cumulative effect is calculated from the second ordinal 

position onward. Using perfusion imaging with the original Howard et al. experimental lists, 

de Zubicaray et al. (2015) reported a significant linear increase in left mid-MTG and 

perirhinal cortex activity from the second ordinal position onward. However, Westwood et al. 

(2017) reported that tDCS to left posterior MTG did not modulate the interference effect 

compared to sham (but see Gauvin et al., 2017 for a critique of Westwood et al.’s methods). 

Thus, the evidence for left lateral temporal lobe involvement in cumulative semantic 

interference is best described as inconsistent and in need of further investigation. 

 

The findings from lesion, EEG and tDCS studies are more consistent with respect to the left 

IFG. Riès et al. (2015) failed to observe an effect of left IFG lesions on cumulative 

interference in either naming latencies or error rates. Westwood et al. (2017) reported that 

tDCS to left IFG did not modulate the interference effect compared to sham (but see Gauvin 

et al., 2017). Using a non-standard design omitting the lag manipulation, one study failed to 

observe any differences associated with cumulative interference (Llorens et al., 2016). Both 

Costa et al. (2009) and Rose and Abdel Rahman (2016) reported a linear modulation of 

positive waveforms at around 200-400 ms post picture onset over only posterior electrodes, 

in addition to significant correlations with naming latencies between 208 and 388 ms, and 

268 and 413 ms, respectively, noting their findings were broadly consistent with the time 

window suggested for lexical selection (see spatial and temporal components section above). 

 

Figure 3 provides a summary of the spatiotemporal components associated with the 

cumulative semantic effect in continuous naming. Both significant and non-significant effects 

are shown for the studies using the standard paradigm. Each study is represented by a circle, 

colour-coded according to the method employed. The paucity of studies contributes to an 

impression of a lack of consistency in findings. In the temporal domain, a linear modulation 
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of positive-going waveforms in the 250-400 range seems to be the consistent finding over 

two studies.  

 

 
 

Figure 3. Schematic view of the evidence on the spatial (for the left middle temporal gyrus and left inferior 

frontal gyrus) and temporal components of the cumulative semantic effect in continuous naming. Only studies 

using the standard paradigm are shown. Each method is colour-coded (orange: fMRI; yellow: electrophysiology; 

purple: lesion-symptom mapping, LSM; blue: non-invasive brain stimulation). Each coloured circle represents 

one study.  

 

Are top-down control/selection biasing mechanisms really required to resolve semantic 

interference? 

 

Our review of findings from the PWI, blocked cyclic and continuous naming paradigms is 

informative both from a neurolinguistic perspective and for constraining cognitive accounts 

of production. All three paradigms were designed to promote activation of multiple lexical 

candidates, and observations of behavioural semantic interference effects across paradigms 

are typically interpreted in terms of common mechanisms. Recent psycholinguistic accounts 

of all three paradigms have begun to incorporate neural data, with a particular emphasis on 

intervention by domain general, top-down cognitive control mechanisms to resolve 

competition during production. For the most part, these accounts have proposed a prominent 

role for the left IFG in resolving competition among lexical-semantic competitors. Indeed, 

Belke and Stielow (2013) concluded “It appears that any future model of word production 

unavoidably faces the challenge of specifying how left frontal mechanisms of domain-general 

cognitive control interact with paradigmatic interference during lexical-semantic encoding.” 

(p. 23). Based upon the evidence we reviewed above, this conclusion appears to be a 

significant over-statement.  
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We could find no reliable evidence for a role of left IFG in semantic interference in either 

PWI or continuous naming paradigms. Although absence of evidence might not be evidence 

of absence, the fact that left IFG involvement was observed only semi-reliably in blocked 

cyclic naming studies of semantic interference suggests the need for a re-assessment of 

proposals concerning the ubiquitous involvement of domain general, top-down mechanisms 

in biasing or resolving competition during spoken word production (subserved by the LIFG). 

At the very least, it demonstrates that semantic interference across the three naming 

paradigms does not necessarily reflect identical mechanisms (cf. Oppenheim et al., 2010). Of 

the three paradigms, blocked cyclic naming is the least akin to naturalistic speech, involving 

the massed repetition/cycling of a small set of responses. The prominence afforded this 

paradigm in speech production accounts is therefore questionable. It is also worth 

emphasising that semantic interference effects may not necessarily reflect lexical-level 

processes either. In other naming paradigms, semantic interference has been attributed to 

prelexical, conceptual processes, e.g., postcue naming (Dean et al., 2001; Hocking, 

McMahon, & de Zubicaray, 2010) and negative priming (de Zubicaray et al., 2006; Tipper, 

1985). 

 

As we noted, proposals for top-down involvement have now extended to simple production 

tasks such as basic picture naming (e.g., Munding et al., 2016; Strijkers & Costa, 2016). Such 

proposals require theoretical motivation beyond the mere observation of neurophysiological 

responses. For example, when speakers can produce 2 to 4 words per second, and produce 

errors no more than 1 to 2 times every 1,000 words during every day speaking (Levelt et al., 

1999), it would be useful to explain precisely why top-down intervention in selecting lexical 

candidates for production is so essential.  

 

This is not to say that there is no evidence of left IFG or other control-related mechanisms in 

the studies we reviewed. In neuroimaging studies of the PWI paradigm, lateral and medial 

frontal (ACC or SMA) engagement was reported relatively consistently for contrasts of 

related versus identity or neutral conditions (de Zubicaray et al., 2001; Piai et al., 2013, 2014) 

and patients with left IFG lesions similarly showed increased interference for the contrast of a 

lexical distractor versus a neutral condition when compared to healthy controls (Piai et al., 

2016). This suggests a role for left IFG in resolving competition introduced by competing 

linguistic information, rather than selecting among semantic competitors per se. This may 

reflect the operation of an early attention blocking mechanism as Piai et al. (2016) suggested. 

 

A view to the future 

In this chapter, we examined a number of issues facing researchers when investigating the 

spatiotemporal components of speech production. A relatively clear impression from our 

review is that sub-optimal methods have compromised a significant proportion of studies. 

Inconsistencies in BOLD fMRI study results were a regular outcome with standard 

continuous imaging acquisitions. We recommend continuous BOLD acquisitions be avoided 

in future fMRI studies of speech production. As neuroimaging is an expensive enterprise, 
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adherence to methodological best practice is both a scientific and economic imperative. 

Similarly, findings from electrophysiological recordings showed such variability that they 

were uninterpretable for some psycholinguistic effects. A consensus approach to design and 

analysis with these techniques is sorely needed. Non-standard experimental designs were also 

frequently a source of problems for interpretation. Throughout our review, we relied on 

converging evidence from multiple sources of data to support our interpretations. Perhaps the 

only relatively consistent finding across paradigms was for the 250-450 ms time window and 

posterior temporal lobe (MTG/STG) involvement. Notably, many arguments that engendered 

debate in the literature emphasised data from a single modality; proposals concerning 

evidence for parallel rather than serial activation of processing stages being a prominent 

example. 

 

We reviewed findings from context manipulations in picture naming paradigms as these 

reflect the best developed evidence base for investigating the spatial and temporal 

components of processing stages in spoken word production, and in particular the stage of 

retrieving words from the mental lexicon. The neurolinguistic literature currently reflects 

only a fraction of the context manipulations conducted in psycholinguistic studies, and is 

strongly biased toward semantics and monolingual production. This imbalance needs to be 

addressed. Outside of Stroop-like colour naming paradigms that have been the topic of many 

reviews, there is a paucity of neurolinguistic evidence concerning context manipulations in 

reading aloud. Recent sparse and perfusion fMRI studies have successfully mapped the 

networks involved in sentence production (e.g., Geranmayeh et al., 2014; Kemeny et al., 

2005; Tremblay & Small, 2011), paving the way for more sophisticated manipulations. 

Finally, compared to the psycholinguistic literature, neurolinguistic studies of self-monitoring 

mechanisms are also scarce, and there is a clear tension between domain general and speech 

perception based accounts that should prove a fruitful area for enquiry. 
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